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Jyna II., Boiuux K. Ananu3z muenuii nompedumenei u e20 3HAYeHUE 6
0eAmenbHOCIU cospemennozo npeonpuamus. Oxapaxmepusoéar npoyec uzsneuenus / coou-
panua muenuil hompebumeneti. IIpeonoscen memoo ananu3a MHeHUll HA KOHKPEmHOM
npumepe 05 eMnupuieckoli nposepku e2o oeticmeennocmu. O603HaAUeHbl OMAUUUSL MEHCOY
«aHAanU30M HACMPOEHUly U «usgneyenuem MHeHully. [[na KOMIAeKCHO20 pewenus 3a0ay
MaKoz2o aHAIU3a NPedNodNCceHo UCNoNb308amb moodens LDA (ckpwimozo pacnpedenenus

Hupuxne).

Kniouesvie cnosa: mMHeHUs TOTpeOWTENeH, HACTPOCHUS MOTpeOHTENel, MOIETh
CKPBITOTO pactpeencHus JJupuxiie, aBTOMaTH3aLus aHaI3a MHEHHUH.

Introduction. Through the years the ways of collecting customer
opinions has changed. The development of mass media and especially the
Internet has influenced the form and availability of customer opinions.
Customers not only search for opinions of others before buying a product or
using a service but also tend to put their own opinions in the Internet. Often
they are encouraged to leave their reviews on producer, vendor or intermediary
service web site.
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Increasing number of consumers’ opinions created the need of its
automatic analysis. This issue is gaining popularity for both — researchers
and entrepreneurs, for whom consumers’ reviews are important source of
business information. The application of automated tools for opinions analysis
opened new possibilities of their usage.

In the paper firstly opinion mining will be defined and characterized.
Then we will move on to description of proposed solution for opinions
analysis that uses domain knowledge. Next part of work will be devoted to
empirical example of previously presented method. We will sum up with
conclusions drawn from the conducted research.

Opinion mining definition and characteristics. In the literature
phrases "sentiment analysis" and "opinion mininig" are often used as synonyms.
However the difference in its definitions and in the aim of each of them can
be determined.

Sentiment is defined by Pang et al. [1] as overall opinion towards the
subjects mater. So the sentiment analysis can be defined as actions aiming
only to determine the attitude of speaker or writer to the subject of opinion
(often this attitude is called a polarity).

In the same time opinion mining is defined by Dave et al. [2] as analysis:

« processing a set of search results for a given item;

« generating a list of product attributes (quality, features, etc.);

. aggregating opinion about them (poor, mixed, good).

Within the opinion mining three types of analysis can be conducted [3]:

. sentiment recognition — analysis of the general attitude to a product
or service (positive, negative, neutral), also called sentiment analysis;

. feature-based analysis — identification and evaluation of main features
of a given product;

« comparative analysis which allows to compare a given product or
a given feature to others.

According to analysis of definition and aims presented above sentiment
analysis is part of opinion mining. In the same time opinion mining covers a
wide range of actions aiming to perform complete analysis of opinions (not
only its polarity determination).

Description above makes opinion mining similar to information retrieval.
However while information retrieval is defined as identification and analysis
objective pieces of data, opinion mining (as well as sentiment analysis) can
be defined as identification and analysis of subjective opinions, emotions
and feelings in the text. Often the first step that must be done is determi-
nation if certain text is objective or subjective [4]. Then proper methods can
be applied [5].

Nowadays analytics often don’t have to ask customers for opinions.
E-shops and shopping services are doing the job for them. Consumers also
put their opinions willingly on blogs or different kinds of forums [2].
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The accessibility of consumers opinions made entrepreneurs more interested
in their content. Managers can acquire information how company’s products
or services are evaluated by its users. They can also gain detailed knowledge
about the reasons why customers have positive or negative attitude to
certain products or services. Data obtained from opinions can be used as a
basis for future changes not only in product development but also in sources
and ways of its advertisement.

Opinion mining has many advantages and is a very useful tool in
business. In the same time there are some difficulties that have to be taken
into account. Those difficulties can have technical character like:

e necessity to collect data from different sources;

e processing of large amount of data;

« different forms of opinions available in the Internet;

« opinions in different languages concerning the same product or service.

In the same time there are difficulties with analysis of the content of opi-
nions resulting from the need of computational processing of textual data like:

e hidden character of emotions and sentiment (very often they are not
expressed directly);

e sarcasm (irony) present in opinions;

e mistakes in writing or intentional changes like omitting national
diacritics;

e language of the Internet used in opinions — emoticons, abbreviations,
mixtures of letters and numbers when read phonetically sounds like certain
words;

e repetitions of letters, words and phrases;

e co-references — two or more expressions refer to the same person or
thing (mobile, phone, headphone, etc, ...);

« negations (dislike, do not like);

e entity recognition problem — identification of names of persons,
organizations, locations, monetary values;

e comparisons (... better then...);

e polysemy (the word book can mean reserve or manuscript).

Another problem that is worthy consideration is existence of fake
opinions written by competitior, special PR companies or even by employees
(upon instructions or independently) or ex-employees. They can darken the
results of analysis. To overcome possible negative consequences of difficulties
in opinion mining some opinions’ objectivization actions can be performed like:

. voting — taking into account a large number of opinions; it can be
treated as a form of opinion aggregation;

- opinion evaluation — by other customers;

. evaluation of author’s authority — publishing some details about
opinion’s author and evaluation of his/her authority by others.
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Opinions that can be found in the Internet can be divided into different
groups. Two division criteria can be pointed out: opinions form and the
scope of knowledge. Taking opinions’ form into account following groups
can be distinguished:

- binary opinions (yes/no, like/dislike, good/bad);

. nominal values (about mobile phone: heavy, expensive, modern, ...);

« ordered values (bad/typical/good/excellent; Likert scale).

Text:

« structured opinions;

« unstructured opinions.

When the scope of knowledge is the division criteria following types
of opinions are possible:

« without additional domain knowledge (based only on opinions);

. with additional domain knowledge (based on opinions and on
knowledge about products or services).

The form of opinion is frequently connected with its source. For example
opinions on forums and blogs usually have the form of unstructured text while
opinions on different online shops, auctions online, opinions services etc.
commonly are structured and supported with kind of binary, nominal or
ordered values.

There are many different methods that can be applied to opinion mining:

« approach based on frequency matrix;

« probabilistic approach (topic modelling, probabilistic LSA);

« rule-based methods (used regular expressions);

« approach based on domain knowledge (ontology-based approach,
logic models);

 summarization and keywords identification methods;

« classification methods — for sentiment classification;

« visualization methods;

. aggregation methods — used for increasing the level of objectivism.

The choice of the method must be influenced by the aim of analysis
and by the form of opinions that is subjected to analysis. Different methods
can give better results when analysis is conducted on certain type of
opinions. Most methods require analysed opinions to be in one form.

Latent Dirichlet Allocation (LDA) is a model which is used for
description of documents’ contents as a mixture of homogenous topics. It was
proposed in [6].

Using this approach the process of analysis is composed of two main steps:

1. Topics’ identification.

2. Topics based documents reconstruction.

Relations between these two processes are presented in figure 1.
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Figure 1. Main steps in Latent Dirichlet Allocation
(own elaboration)

Let’s assume that WORDS is a set of all words which appear in the
corpus (the collection of documents):

WORDS = {word,,word,,...,word } .

Each document is represented by the vector in which the number of
occurrence for every word is stored (bag of words representation). The
information about occurrence can be also expressed in terms of probabilities
of occurrence (dividing the number of word’s occurrence by the number of
all words).

The same approach can be used for topics definition. Each topic is
defined as a vector of probabilities over words.

topic, =[p, Py Ps - DPuls

where p; is a probability of occurrence in j -th word in the i -th topic.

The distribution of words within a given topic is defined by Dirichlet
distribution. The main goal of the topics identification process can be stated
as finding such topics (described by distribution over words) which can be
used for reconstruction of original documents. The contribution of topics to
the contents of a given document also is represented by the Dirichlet
distribution. Unfortunately, topics discovered by the learning algorithm are
hard to interpret. Pro process of topics identification and documents
reconstruction is shown in the figure.

The proposal for solving a problem with interpretation of topics was
presented by Ramage, Hall, Nallapati, Manning in 2009 and is called
Labelled-LDA [7]. In this approach labels are manually assigned to every
document. They are used for contents description and in further calculations
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every label will be represented as one topic. It is possible to assign many
labels for description of each document and the same label can be assign to
many documents. Also in Labelled-LDA topics are defined by expressing
the probability distribution over words. But the number of topics is equal to
the number of unique labels and every topic represents one concept identified
by one label. The schema of Labelled-LDA approach is shown in figure 2.

Label-1
Label3  [Poc-!
[
Topic: Label-1 Topics
Topics identification represent
Label-2 concepts
label4  |DO°2 TopiciLabel2 identified by
< labels.
Documents reconstruction Number of topics =
number of unique
Topic: Label-K labels

Label-1 \
Label2  [Doc-M
Label-K

Figure 2. The idea of Labelled Latent Dirichlet Allocation
(own elaboration)

The possibility of topics’ interpretation as concepts is the main
advantage of Labelled-LDA method.

In the reconstruction phase the contribution of every topic is estimated
by expressing the probability of topic’s occurrence in the contents of a given
document.

Empirical research. In the empirical research opinions about hotel
rooms in London were used*. The feature-based analysis was performed.
The scope of analysis was defined by a list of attributes related to the
subject of research.

The list of attributes embraced several features of hotel rooms. For
example: general evaluation, room size, staff evaluation, quality of bed,
cleanliness, room equipment, room location, comfort, price, temperature and
many others.

Opinions were manually labelled. For description of every room
feature two labels were created which represented positive (feature name
plus suffix pos) or negative (feature name plus suffix neg) evaluation of a
given attribute. For example for staff evaluation two labels were used: staff-
pos and staff-neg.

The set of 380 labelled opinions was used. The part of data set was
presented in the figure 3.

" Source: http://kavita-ganesan.com/opinosis-opinion-dataset.
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A B
1 LABELS DESCRIPTIONS
We arrived at 23,30 hours and they could not recommend a restaurant so we decided to go to
Tesco, with very limited choices but when you are hungry you do not careNext day they rang
2 staff-neg the bell at 8,00 hours to clean the room, not being very nice being waken up so earlyEvery day
We had a room with two double beds which was surprisingly roomy, considering the small
3 size-pos hotel rooms | have in previous trips to London .
4 staff-pos clean-pos bed-pos  The room was quiet, clean, the bed and pillows were comfortable, and the service was
5 readiness-pos We arrived about 11 am, room was ready .
6 |size-pos clean-pos Room was good size for Europe, clean throughout.
7 staff-pos The Concierge desk called our room to ask if we needed any information or assistance .
8 size-pos clean-pos bed-pos Room was plenty big enough and clean and tidy, bed was comfordable .
9 equip-neg First, we walked in and the restroom door was broken .
10 clean-pos Our room was typical holiday inn the bathroom could have done with updating but was
11 readiness-neg Cur rooms were not ready, we were promised rooms at a later time, etc.
12 size-pos My room  was positively huge by European standards .

Figure 3. The dataset structure
(own elaboration)

The data set was divided into two parts: learning set (350 opinions)
and testing set (30 opinions). For learning set the following stages of analysis
were performed: stemming, usage of stop-list filter, building of Labelled-
LDA model. For the last step the Stanford Topic Modeling Toolbox was
used. All procedures were implemented in Scala language. Topics discovered
during analysis represented main concepts which can be used for room
evaluation. The final assessment can be expressed by calculating the
probability of every topic’s occurrence (concept) in the opinion.

For every concept (identified by a unique label) its importance was
evaluated. The results of topic importance calculation was presented in the

figure 4.

150 250

-]
g

sizeneg
clean-pas
general-neg

size-pos
genaral-pos

quip-pr

quip-
staffpos |
staffneg |
bed-pos |

p
quist pos |
comfort-pas
quietneg |
view-pas |
price-pos
check-inpos |
food-pos |
"

temperature-neg |
lacation-pos |
bed-reg
bathroom-neg |
clean-neg |
comfort-reg
light-pos |
chackinneg |
intemetneg |

price-neg

readiness-pos

Figure 4. The importance of topics (concepts)
(own elaboration)
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For every concept its description was estimated as a distribution over
words. The figure 5 shows an exemplary distribution for the concept size-
neg (negative opinion about room’s size).

(1] 5 10 15 20 a5 30 35 40 a5 |
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much
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™wWo
standard
just
double

too

Figure 5. The distribution over words for size-neg topic
(own elaboration)

The model created as a result of the above procedure can be used for
analysis of new, unseen before opinions.

Table
The results of usage of Labelled-LDA model for new opinions
(own elaboration)
Labels assigned by the
.. Labels assigned | model (with probabilities
Opinion .
manually of occurrence in the
document’s contents)
The bathroom is a good size. bathroom-pos bathroom-pos (1.0)
The room was clean and, by London clean-pos size-pos (0.98),
standards, decently sized. size-pos clean-pos (0.02)
When we tried to use a phone card from
our room it would not work so
I asked the front desk to help me staff-neg staff-neg (1.00)
and was told they couldn't really!
The hptel room was very clean and the clean-pos staff-pos (0.7)
cleaning staff and breakfast staff were
. staff-pos clean-pos (0.3)
very attentive.

For evaluation of the quality of the built model two measures were
calculated for testing set.
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Precision (which is defined as the fraction of retrieved instances that
are relevant) was equal to 0.94. And the recall (defined the fraction of
relevant instances that are retrieved) was 0.98. These two measures indicate
that the quality of the model is very high.

Conclusion. Thanks to the development of information technology
consumers can express their opinions about products and services. Their
views can be used as a valuable information source provided that the
process of their analysis is automated. Unarguably the Latent Dirichlet
Allocation seems to be a very useful tool for automatic opinion analysis,
especially its supervised version called Labelled-LDA.

Main properties of Labelled-LDA prove that it is useful for feature-
based opinion analysis. Unfortunately this approach requires manually
tagged opinions for model building and therefore is very time-consuming.
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JIyna I1., Boituuk K. Ananiz 0ymok cnoxycueayie ma 11020 3HA4eHHA y OiaabHOCHI
cyuacHozo nionpuemcmaa.

Ilocmanoska npodaemu. Ilpomseom poxie wiisAxu HAKONUYEHHS. OAHUX CROJICUBAYIE
w000 mosapie (NPOOYKmIis), sKi OHU KYNYIOMb, 3MIHUIUCS. 3POCMAHHA KIIbKOCMI OYMOK
CROJICUBAYIE NPO MOBAPU [ NOCHYeU, WO, 30KpemMd, HAKonuuyiomocs 6 Inmepnemi, 00)-
MOBTI0I0Mb HeOOXIOHICMb agmomamuzayii npoyecy ix auanisy.
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Mema i 3ae0anna 00CHiOHCEHHA, NPeOCMABIEHO20 Yy Cmammi, NOJALAMb
V: GUBHAYEHHI Ma Xapakmepucmuyi npoyecy euooOymky /30upants OyMOK CRONCUBAHIE;
nponosuyii piwleHHs wooo mozo, AK NPOBOOUMU X AHANI3, Npe3eHmMayii Onucamoeo
Memooy aHanizy OYMOK HA KOHKPEMHOMY NPUKIaodi Oisi eMnipuyHoi nepesipku 1lo2o
diegocmi.

Pesynomamu oocnioxncennsn. Busnaueno SIOMIHHOCMI MidC «AHANI30M HACMPOIBY
ma «8uoobymxom Oymoky. st 6ceDiuH020 pO3YMIHHA OYMKU CHONCUBAYA CIO 3ACTNOCO8Y8AMU
mpu Munu auanizy: HACMpois, Oe GUIHAYACMbCSA CMAGIEHHS 00 Mmoeapy (Mpooykmy);
OCHOBHUX XAPAKMEPUCMUK TOBAPY, V X00i SIK020 GUHAYAIOMbBCS 1020 0COONUBOCI,
nopisHanbHull. Becmanoeneno, wo HuMi aHamimuxu, K Npasuio, He 3anumyioms OyMKY
cnoxcugaya. Cnooicueay cam 6UKIA0ae ceoi OymKu y 6102ax ma HA pisHUx gopymax.
Ockinvru 30ip OyMOK € KOPUCHUM THCIPYMEHMOM OJisl RPULIHAMMS PilleHb WoO00 PO3GUMKY
Oi3Hecy, UHUKAE HEOOXIOHICMb Y NOWYKY HOBUX Memo0ié 000 HaKONuyeHHs i oOpoOKu
OYMOK choocusauie 6 iHwull cnocio, Hixc pawniwe. Ilpu yvomy y cyyacHux peaniax
(6HACIOOK PO36UMKY eIeKMPOHHOL MOpeieni I m. n.) nid yac 6u00OYMKY OYMOK GUHUKAIOMb
neeui mpyoHowi: HeoOXiOHicmb 300py Oauux 3 pi3Hux Odxcepen ma 006pPOOKA BeIUKUX
macugie ingopmayii; pizni popmu npedcmagienus OyMoK 6 InmeprHemi; HASAGHICMb OYMOK
npo 00uH i Mot camuil mogap Ha Pi3HUX MOBAX MOWO.

Bucnoexu. Ichye baecamo piznux memoodie 01 6ueueHHs OYyMOK cnodxcugadis. Ilpu
YboMy 8UOIp MemoOy Mae 3anexcamu 8i0 Memu auanizy i popmu npedcmasients OYMKU,
wo auanizyemvcs. Binvwicmv memooie eumaearomv, wod Oymku Oyau npedcmagieHi 8
OO0Hiti popmi. /[ eupiwients yiei 3a0aui 3anponoHosano sukopucmogysamu mooens LDA
(npuxosanoeo posnodinenns Jlipixne). Bionosiono 00 yvozo auaniz OyMOK ROMPIOHO
nposodumu y 06a emanu: i0enmupikayis memu ma peKOHCMpPYKYist.

Knwuogi cnosa: RyMKU CIIOKUBAYiB, HACTPOI CIIOKMUBAYIB, MOJIENb IPUXOBAHOTO
posnoainenHs Jipixie, aBToMaTH3alis aHaIi3y AyMOK.





